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Abstract—The instance segmentation task is relatively difficult in computer vision, which requires not only high-quality masks but also

high-accuracy instance category classification. Mask R-CNN has been proven to be a feasible method. However, due to the Feature

Pyramid Network (FPN) structure lack useful channel information, global information and low-level texture information, and mask

branch cannot obtain useful local-global information, Mask R-CNN is prevented from obtaining high-quality masks and high-accuracy

instance category classification. Therefore, we proposed the Information-enhanced Mask R-CNN, called IEMask R-CNN. In the FPN

structure of IEMask R-CNN, the information-enhanced FPN will enhance the useful channel information and the global information of

the feature maps to solve the issues that the high-level feature map loses useful channel information and inaccurate of instance

category classification, meanwhile the bottom-up path enhancement with adaptive feature fusion will ultilize the precise positioning

signal in the lower layer to enhance the feature pyramid. In the mask branch of IEMask R-CNN, an encoding-decoding mask head will

strength local-global information to gain a high-quality mask. Without bells and whistles, IEMask R-CNN gains significant gains of about

2.60%, 4.00%, 3.17% over Mask R-CNN on MS COCO2017, Cityscapes and LVIS1.0 benchmarks respectively.

Index Terms—Instance segmentation, information-enhanced FPN, adaptive feature fusion, encoding-decoding mask head

Ç

1 INTRODUCTION

DEEP Convolutional Neural Networks are dramatically
driving the development of computer vision [1], [2], lead-

ing to a series of latest tasks including classification [3], [4],
objection detection [5], [6], [7], semantic segementation [8],
[9], [10], etc. Classification is to distinguish different types of
images based on the semantic information of the image. It is a
basic and important problem in computer vision, and it is
also the basis for other high-level vision tasks such as object
detection and semantic segmentation. Object detection aims
to accurately predict the semantic category and the location
described by a bounding box for each object instance, which
is quite a coarse localization. Unlike object detection, the
semantic segmentation task aims to assign the pixel-wise
labels for each image while providing no indication of the
object instances, such as the number of object instances or the
specific semantic region for any particular instance. Com-
pared with classic class-level semantic segmentation or
bounding box-level object detection, instance segmentation

provides in-depth understanding by distinguishing different
object instances at the pixel level, widely benefiting autono-
mous vehicles, robotics, video surveillance, etc. Therefore,
instance segmentation has become one of the important, com-
plex and challenging fields inmachine vision research.

The instance segmentation task is a relatively difficult one
among computer vision tasks. It requires not only high-quality
masks, but also high-accuracy instance category classification.
Current state-of-the-art (SOTA) solutions to this challenging
task can be classified into proposal-based [11], [12], [13] and
proposal-free methods [14], [15], [16]. Some important content
of different SOTA instance segmentation methods are shown
in Table 1. The proposal-free instance segmentation methods
predict the category labels of each pixel first and then group
them together to form instance segmentation results. Although
the proposal-free instance segmentation method can predict
high-quality masks, the accuracy of the instance segmentation
task is generally lowbecause of its poor instance discrimination
ability. In addition, most proposal-free instance segmentation
methods use cumbersome post-processing methods [17], [18],
and their generalization ability is too poor to cope with com-
plex sceneswithmany categories.

Compared with proposal-free instance segmentation
method, proposal-based method exploit the state-of-the-art
detectors, such as Faster R-CNN [6], which gets the region of
each instance and then predicts the mask for each region.
Therefore, although the proposal-based method cannot obtain
the high-quality masks, since the proposal-based method is
extended based on the objection detection task, it can distin-
guish different instances well and obtain better instance seg-
mentation results. In addition, the proposal-basedmethod has
strong generalization ability and can handle multiple types of
complex scenes. The proposal-based method has more advan-
tages thus attract more attention, achieving a rapid
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development. The Mask R-CNN shown in Fig. 1 is the most
classic model in the proposal-based method, which uses the
FCN branch to extend Faster R-CNN to segment objects in the
detection frame. Mask R-CNN has been proven to be an effec-
tive method for instance segmentation, but there are still some
issues in the structure of Mask R-CNN that are worth explor-
ing. The issues ofMask R-CNNcan be summarized as follows.

First, in the top-down propagation process of FPN, stron-
ger semantic information obtained from high-level features
can be used to improve low-level features, but high-level fea-
tures lose too much useful channel information, such as
directly using 1� 1 convolution to integrate the backbone
with the features of 2048 channels are compressed into fea-
tures of 256 channels [25]. And the feature maps generated by
the FPN structure are limited by the lack of global informa-
tion, which in turn affects the performance of downstream
classification tasks. Second, the information of low-level fea-
ture maps can help improve the localization ability of high-
level feature maps. However, the FPN structure has a long
path from low-level structure to topmost features, which
increases the difficulty of high-level feature maps of FPN to
access the accurate localization information [26]. Third, in the
mask branch ofMask R-CNN, there are only four consecutive
3� 3 convolution operations on ROI aligned feature maps,
which misses the integration of local and global information
and result in an inaccurate final mask [22], [27].

In response to the above-mentioned issues of Mask R-
CNN, we focused on the classic model Mask R-CNN and
proposed the Information-enhanced Mask R-CNN, called

IEMask R-CNN. Compared with the existing Mask R-CNN
series models, the main contributions of IEMask R-CNN are
generalized as follows:

� Information-enhanced FPN we designed, which
effectively enhances the useful channel information
of high-level feature maps and effectively improves
the performance of downstream classification tasks.

� The bottom-up path enhancement with adaptive fea-
ture fusion in FPN we designed, which effectively
enhances the positioning capabilities of high-level
feature maps.

� For the first time, we proposed encoding-decoding
mask head to obtain local-global information, and
then to obtain the high-quality masks.

� We conducted extensive experiments to show that
our IEMask R-CNN can not only produce high-qual-
ity masks, but also improve the more accuracy of
instance classification.

The rest of this paper is organized as follows. Related
work is introduced in Section 2. The proposed IEMask R-
CNN is introduced in detail in Section 3. Section 4 provides
the experiments and discussions. Finally, we concluded this
paper in Section 5.

2 RELATED WORK

Instance segmentation is relatively a difficult task in computer
vision, which requires both the same pixel-level classification
as semantic segmentation and part of the characteristics of
real target detection, i.e., the need to locate different instances,
even though they belong to the same class. After that, there
are two main lines in study of instance segmentation: pro-
posal-free and proposal-based instance segmentation.

2.1 Proposal-Free Instance Segmentation

The proposal-free instance segmentation methods are mainly
based on the morphology and spatial relationship of all the
objects in the images, and this type of method first predicts
the category label of each pixel and then groups them to form

Fig. 1. The overall architecture of Mask R-CNN (RPN has been
omitted.).

TABLE 1
Some Important Content of Different SOTA Instance Segmentation Methods

Method Important Content

Proposal-free

Liang et al. [16] Use spectral clustering to cluster the pixels
Kirillov et al. [19] Add boundary detection information during the clustering procedure
Bai et al. [15] Predict pixel-level energy values and use watershed algorithms for grouping
Newell et al. [20] Use metric learning to learn the embedding
Pei et al. [14] Develop an adaptive quantile strategy to flexibly and automatically select the

initial clustering centers

Proposal-based

Bolya et al. [11] Add the Mask branch to YOLO
Tian et al. [21] Processing instance using dynamic conditional convolution
He et al. [22] Add Mask head on Faster R-CNN
Huang et al. [13] Add a branch for mask IoU score prediction based on the mask prediction on

the original Mask R-CNN
He et al. [12] Adaptive selection region by an iterative algorithm, the pixels within the

region and to fine-tune the predicted
Huang et al. [23] Incorporate boundary information to guide the mask learning for better

boundaries and localization
Shen et al. [24] Use a mask represented by DCT to achieve a high-resolution and low-

complexity prediction mask
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the instance segmentation result. For example, object bound-
ary is an important feature for separating the touching object.
Bai et al. [15] distinguish instances based on probability maps
of foreground objects and their boundaries. [28] separates
each instance according to the distance between the two con-
nected components. Additionally, post-processing methods
are employed to separate the touching objects based on the
semantic segmentation predictions, such as conditional region
growing algorithm [29] and watershed algorithm [17], [18].
Zhang et al. [18] proposed an image-to-image translation
method for a more accurate probability map compared with
the classification-basedmethod.

2.2 Proposal-Based Instance Segmentation

Compared with the proposal-free methods, most of the pro-
posal-based methods have better generalization ability and
accuracy. Most of the proposal-based methods generate
masks after locating objects with bounding boxes generated
by detectors [6], [30], [31], and Mask R-CNN [22] is one of
the fundamental proposal-based instance segmentation
methods. Based on the high-dimensional feature maps from
the backbone CNN network, Mask R-CNN first generates
regions of interest (ROIs) containing the foreground objects
with a region proposal network (RPN). After aligning the
ROIs to the same size, a box sub-branch and a mask sub-
branch are employed to predict the coordinate, class label,
and mask prediction for each ROI. With the help of the local
level information from the spatial locations of the instances,
Mask R-CNN achieved SOTA performance compared with
the traditional box-free methods.

Following the Mask R-CNN, many methods were further
proposed with higher accuracy. To achieve high perfor-
mance and multi-scale feature representation, Feature Pyra-
mid Network (FPN) [32] is utilized to extract in-network
feature hierarchy, where a top-down path with lateral con-
nections is augmented to propagate semantically strong fea-
tures. At present, the Mask R-CNN structure with FPN has
become a mainstream method. FPN structure [32] pools fea-
ture from all feature levels and shorten the distance among
lower and topmost feature levels for reliable information
passing. Huang et al. [13] added a branch for mask IoU score
prediction based on the mask prediction on the original

Mask R-CNN. Cai et al. [33] employed a cascade connection
of several bounding boxes and mask prediction sub-
branches. Cheng et al. [23] incorporates boundary informa-
tion to guide the mask learning for better boundaries and
localization. Kirillow et al. [12] through an iterative algo-
rithm to adaptively select the problematic area, and fine-
tune and predict the pixels in the area. Shen et al. [24] pro-
posed to use a mask represented by DCT to achieve a high-
resolution and low-complexity prediction mask.

Different from the previousMask R-CNN series methods,
our IEMask R-CNN takes the FPN structure and mask
branch of Mask R-CNN as the research point, and proposes
information-enhanced FPN, bottom-up path enhancement
and encoding-decodingmask head. Our IEMask R-CNN can
take advantage of useful information channels and local-
global information, not only to produce high-quality masks,
can also increase instances category classification ability.

3 INFORMATION-ENHANCED MASK R-CNN

In response to the above issues of Mask R-CNN, we focused
on the classic Mask R-CNN and proposed the Information-
enhanced Mask R-CNN, called IEMask R-CNN. Compared
with the existing Mask R-CNN series models, the main con-
tributions of IEMask R-CNN are generalized as follows:
Mask R-CNN, as a classic instance segmentation model, has
been proven to be a feasible method. However, since the
FPN structure lack useful channel information, global infor-
mation and low-level texture information, and mask branch
cannot obtain useful local-global information, Mask R-CNN
is prevented from obtaining high-quality masks and high-
accuracy instance category classification. For solving these
issues, IEMask R-CNN, is proposed in this paper. In this
section, we introduced the overall architecture and each
new module of the proposed IEMask R-CNN, as well as
analyzed the reasons for their design in detail.

3.1 Overall Architecture

The structure of IEMask R-CNN we designed is illustrated
in Fig. 2. We have made corresponding improvements to
the structural shortcomings of Mask R-CNN. First, we
designed the information-enhanced FPN shown in Fig. 2a,
including the channel enhancement module and the global

Fig. 2. Illustration of our IEMask R-CNN. (a) Information-enhanced FPN. (b) Bottom-up path Enhancement. (c) Box Head. (d) Encoding-decoding
Mask Head. (RPN has been omitted.).
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information module, which can not only make full use of
useful channel information but also increase global informa-
tion to improve the downstream performance of the classifi-
cation task. Second, we designed the bottom-up path
enhancement with adaptive feature fusion as shown in
Fig. 2b to effectively propagate the low-level information in
the low-level feature map to the high-level feature map to
improve the detection effect of large objects. Finally, we
designed the encoding-decoding mask head shown in
Fig. 2d to replace the mask head in Mask R-CNN, so that
the generated mask has stronger local-global information to
improve the accuracy of pixel-level classification tasks.

3.2 Information-Enhanced FPN

FPN-based methods adopt 1� 1 convolution to reduce
channel dimensions of the output feature maps Ciði ¼
2; 3; 4; 5Þ from the backbone, which also loses channel infor-
mation [25]. In addition, the low-level and high-level infor-
mation are complementary for object detection, while the
semantical information would be diluted in the progress of
top-down feature fusion [34]. The FPN structure of Mask R-
CNN has been proved to be effective for feature information
extraction, but the FPN structure still suffers from loss of
useful channel information and lack of global information.
Therefore, it is necessary to design an information-enhanced
FPN structure to make full use of useful channel informa-
tion and global information to improve the performance of
instance segmentation.

Based on the above analysis, we designed the informa-
tion-enhanced FPN (IEFPN) as shown in Fig. 3. The output
of the original FPN structure can be described as

Pi ¼ Conv1;1ðCiÞ i ¼ 2; 3; 4; 5; (1)

where Conv1;1ð�Þ means a 1� 1 convolution, Ci represents
the feature level generated by backbone, such as ResNet,
and Piði ¼ 2; 3; 4; 5Þ represents the feature level generated
by FPN. Here, the function of 1� 1 convolution is mainly to
reduce the dimensionality to reduce the amount of calcula-
tion of downstream tasks. However, the operation of our
IEFPN on the feature map Ci generated by the backbone is
different from that of FPN. We generated Pi by:

Pi ¼
Conv1;1ðCiÞ i ¼ 2

CEMðCiÞ i ¼ 3; 4

CEMðCiÞ þGIMðCiÞ i ¼ 5

;

8><
>: (2)

where CEMð�Þ and GIMð�Þ mean channel enhancement
function and global information function respectively.

We designed the channel enhancement module shown in
Fig. 3b to implement the CEMð�Þ function in Eq. (2). One of
the key points of the channel enhancement module is how
to generate different weights for the functions of each chan-
nel so that useful channel information can be enhanced and
useless information can be weakened, thereby offsetting the
loss of useful channel information when compressing chan-
nels. As investigated in [35], we designed a self-gating
mechanism to capture the channel dependency from the
descriptor retrieved by the global average pooling, and then
obtain the weight score of the importance of each channel.
Therefore, we first employed global average pooling to
express the statistics denoting the whole feature map. The
global average pooling will reduce the size from H �W �
C to 1� 1� C as

Gi ¼ 1

H �W

XH
k¼1

XW
q¼1

Ciðk; qÞ; (3)

where Ciðk; qÞ is the feature value at position ðk; qÞ in the
feature maps. According to [35], we used ReLU and sigmoid
functions to realize the gate control mechanism. Let us con-
sider that d and a are ReLU and sigmoid exercise agents,
respectively. Then the gating mechanism is

Fs ¼ aðCUðdðCDðGiÞÞÞÞ; (4)

where CDð�Þ and CUð�Þ mean the channel reduction and
channel increase operation, Fsð�Þ means score matrix. In
addition, to obtain the final feature map after channel
enhancement, the channel score matrix is multiplied with
the original feature map, and finally the feature map is
reduced to 256 dimensions through 1� 1 convolution. The
final feature map output is described as

Pi ¼ Conv1;1ðFs � CiÞ: (5)

We designed the global enhancement module shown in
Fig. 3a to implement the GIMð�Þ function in Eq. (2). The
focus of the global information module is how to obtain the
global information of the feature map. According to Eq. (2),
GIM is only effective for C5, so we first performed the fol-
lowing operations on C5:

~C5 ¼ Conv25;2ðC5Þ; (6)

Fig. 3. Illustration of our Information-enhanced FPN (IEFPN). (a) Channel Enhancement Module (CEM), R=16. (b) Global Information Module (GIM).
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where Conv25;2ð�Þ means two consecutive 5� 5 convolution
with stride 2. We then employ global average pooling to
express the statistics denoting the whole feature map.

~G5 ¼ 1

H �W

XH
k¼1

XW
q¼1

~C5ðk; qÞ; (7)

where ~Cðk; qÞ is the feature value at position ðk; qÞ in the fea-
ture maps. Finally, we operate on the obtained global infor-
mation ~G5 to obtain a global information matrix with the
same size as CEMðC5Þ. Then GIMðC5Þ in Eq. (2) can be
described as

GIMðC5Þ ¼ Conv1;1ðCopyð ~G5ÞÞ; (8)

where Copyð�Þ means copy ~G5 to H �W , where H �W is
the height and width of C5.

3.3 Bottom-Up Path Enhancement

The neurons in high layers strongly respond to entire
objects while the others are more likely to be activated by
local texture has been shown in [36]. However, because
FPN has a long path from low-level to topmost layers, high-
level feature maps cannot fully use the detailed texture
information of low-level feature maps for positioning.
Therefore, based on the FPN structure, it is necessary to add
a bottom-up path enhancement. In spite of PANet [26]
added a path augmentation to Mask R-CNN, because it
directly connects the bottom-level information with the top-
level information, it ignores the large semantic gap between
the bottom-level and top-level feature maps. In addition, it
does not solve the weight of the two feature maps in the
process of horizontal connection of different features for
fusion, which easily causes information redundancy.

We proposed the bottom-up path enhancement of IEMask
R-CNN that assigns a learnable weightmatrix to each feature
map during the feature fusion process. Since the texture
information of low-level feature maps gradually spread to
high-level feature maps, which not only solves the lack of
accurate positioning information in high-level feature maps
but also solves the issues of information redundancy and fea-
ture importance calibration in the process of feature map
fusion. We followed FPN to create layers that produce the
same-sized featuremaps are in the same network stage. Each
feature level corresponds to one stage. We took ResNet and
ResNext, etc. as the backbone and used Piði ¼ 2; 3; 4; 5Þ to
represent the feature level generated by IEFPN. As shown in
Fig. 2b, the output of each level in the bottom-up path
enhancement can be described as:

Ni ¼
Conv3;1ðP2Þ i ¼ 2

AFF ðNi�1; PiÞ i ¼ 3; 4; 5
;

�
(9)

where Conv3;1ð�Þ means a 3� 3 convolution with stride 1.
Piði ¼ 2; 3; 4; 5Þ represents the feature level generated by
IEFPN. Ni�1 is the output of the previous level in the bot-
tom-up path enhancement. AFF ð�Þ means the adaptive fea-
ture fusion, which fuses two feature maps Pi and Ni�1

described as:

AFF ðNi�1; PiÞ ¼ W1Pi þW2Ni�1; (10)

where W1 and W2 are learnable weight matrixs. In addition,
W1 andW2 meet the following criteria:

W1 þW2 ¼ 1

W1;W2 2 ½0; 1� ;
�

(11)

Therefore, the key point is how to obtain the learnable
weightsW1 andW2 in AFF ð�Þ.

To make the adaptive fusion features meet Eqs. (10) and
(11), we designed the adaptive feature fusion module as
shown in Fig. 4. Because Ni�1 and Pi are two feature maps
with different sizes, they are first preprocessed by:

~Ni�1 ¼ Conv3;2ðNi�1Þ
~Pi ¼ Conv3;1ðPiÞ

(
; (12)

where Conv3;1ð�Þ denotes a 3� 3 convolution with stride 1,
and Conv3;2ð�Þ denotes a 3� 3 convolution with stride 2.
Then, to aggregate the channel information of the feature
maps, we reduced the number of channels and the amount
of subsequent learnable parameters. ~Pi and ~Ni�1 were oper-
ated by:

~~Pi ¼ ReLUðConv1;1ð ~PiÞÞ
~~Ni�1 ¼ ReLUðConv1;1ð ~Ni�1ÞÞ

8<
: ; (13)

where Conv1;1ð�Þ means 1�1 convolution, and ReLUð�Þ
means ReLU activation function.

In order to satisfy Eq. (11), we performed the following

operations on the obtained ~~Pi and ~~Ni�1 to get the final
weight matrix:

W ¼ soft½Conv1;1ðSEð~~PiQ
~~Ni�1ÞÞ�; (14)

where Q and softð�Þ mean the connection operation on the
channel and softmax function respectively. We used the
softmax operation to achieve the restriction condition of
Eq. (11). It should be emphasized that W is a three-

Fig. 4. Adaptive feature fusion(AFF).
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dimensional matrix, which contains weight matricesW1 and
W2:

W1 ¼ Wdim¼1

W2 ¼ Wdim¼2

�
: (15)

3.4 Encoding-Decoding Mask Head

In Mask R-CNN, the mask head performs four continuous
3� 3 convolutions on the 14� 14 size feature map obtained
after RolAlign processing and then upsamples the feature
map through deconvolution to obtain a 28� 28 feature
map, which is used to generate the final mask. He et al. [22]
has viewed that the mask head in Mask R-CNN is very sim-
ple, and it can be improved. Through experimental analysis,
Zhao et al. [27] found that many errors in the segmentation
task are partially or wholly related to contextual relation-
ships and global information for different receptive fields.
Therefore, it is necessary to design a mask branch to obtain
useful multi-scale local-global information.

Based on the above analysis, the motivation of our work
is to gather useful local-global information on the mask
branch. The encoding-decoding network with skip connec-
tions has been proven to be an efficient network that can
effectively obtain local-global information. Therefore, we
designed an encoding-decoding mask head in this paper.
The architecture of the encoding-decoding mask head is
illustrated in Fig. 5. It consists of an encoder (left side) and a
decoder (right side). The encoder follows the typical archi-
tecture of a convolutional network. The encoder first per-
forms the following operations on the feature map X
obtained through ROIAlign processing:

E ¼ Conv23;1ðDownðXÞÞ; (16)

where Downð�Þ means maximum pooling of stride 2,
Con2

3;1ð�Þ means two continuous 3� 3 convolutions with
stride 1, and E means output of first block in encoder. It
should be noted that the first 3� 3 convolution expands the
channel of the feature map X twice. After that, the E proc-
essed by

~E ¼ Conv3;1ðDownðEÞÞ; (17)

where ~E means the final output of the encoder. Con3;1ð�Þ
here expands the channel of the feature map to twice the
original. Then our decoder first operates on the output ~E of
the encoder through

D ¼ UpðConv23;1ð ~EÞÞ; (18)

where Upð�Þ means bilinear interpolation operation and the
Dmeans output of first block in decoder. The first Conv3;1ð�Þ
here reduces the channel of the feature map to twice the
original size. After that, theD processed by

~D ¼ UpðConv23;1ðE þDÞÞ; (19)

where ~Dmeans output of second block in decoder. The final
output of our mask head can be described as

~~D ¼ UpðConv3;1ðX þ ~DÞÞ: (20)

Compared with the original mask head in Mask R-CNN,
the proposed encoding-decoding mask head uses the
encoding-decoding structure and skips connection to pro-
cess the feature map to generate the mask. The advantage of
this structure is to obtain local-global information to
improve the quality of mask generation. Additionly, we
used 28� 28 resolution RoI features instead of 14� 14 reso-
lution RoI features, which can make better use of local tex-
ture information. At the same time, since we downsampled
the 28� 28 feature map from the beginning, the complexity
of the network will not increase by using the 28� 28 resolu-
tion RoI features.

We used ResNet-50-FPN as the backbone for model
training on the MS COCO2017 training set and test on MS
COCO2017 test-dev. As shown in Fig. 6, without any bells
and whistles, by just replacing the original mask head of
Mask R-CNN with the proposed encoding-decoding mask
head, the Mask R-CNN with the proposed encoding-decod-
ing mask head can produce higher-quality masks than
some well-designed mask head schemes [12], [13], [23], [24].

4 EXPERIMENTS AND ANALYSIS

In this section, we evaluated the performance of the IEMask
R-CNN in instance segmentation through extensive experi-
ments on different datasets. The experimental settings are
briefly described in Section 4.1. The ablation experiments
are provided in Section 4.2. The comparisons with some
existing methods in terms of subjective visual effect and
objective evaluations are presented in Section 4.3. Section 4.4
shows the quality evaluation of IEMask R-CNN. Section 4.5

Fig. 5. Encoding-decoding mask head.

Fig. 6. Mask R-CNN using encoding-decoding mask head comparisons
with SOTA methods.
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analyzes the IEMask R-CNN and SOTA methods from dif-
ferent aspects. Code is available at https://github.com/
Fhujinwu/IEMask.

4.1 Experimental Settings

4.1.1 Datasets

To prove the superiority of the IEMask R-CNN in instance
segmentation tasks, we carefully selected three instance seg-
mentation datasets with different characteristics as shown
in Table 2 and conducted extensive experiments: MS
COCO2017 [37], Cityscapes [38], and LVIS1.0 [39]. MS
COCO2017 is one of the most commonly used public
instance segmentation dataset, which has 80 categories with
instance-level annotations. Cityscapes is a real-world data-
set containing 5000 high-quality pixel-level annotated
images of driving scenes in urban environment. LVIS1.0 is a
long-tail instance segmentation dataset consisting of 1203
categories, having more than 2 million high-quality instance
mask annotations.

4.1.2 Evaluation Metrics

The evaluation metrics of the experiment is shown in
Table 2. On MS COCO2017 and LVIS1.0, we used standard
COCO evaluation metrics which include AP , AP50, AP75,
APs, APm, and APl. AP is averaged across 10 IoU thresh-
olds ranging from 0.50 to 0.95 in increments of 0.05. AP50

and AP75 indicate that AP is computed at a single IoU of
0.50 and 0.75, respectively. There are objects of various sizes
on MS COCO2017, which are divided into small, medium,
and large objects according to their area. APs corresponds
to AP for small objects whose areas are less than 322, APm

corresponds to AP for medium objects whose areas are

between 322 and 962, and APl corresponds to AP for large
objects whose areas are more than 962. In addition, we also
used the six evaluation metrics of ARmax¼1, ARmax¼10,
ARmax¼100, ARs, ARm and ARl on MS COCO2017, and the
three evaluation indicators of APr, APc and APf on LVIS1.0
to more comprehensively evaluate the effect of our model.
AR is the maximum recall given a fixed number of detec-
tions per image, averaged over categories and IoUs. LVIS1.0
bin categories based on how many images they appear in:
rare (1-10 images), common (11-100), and frequent (>100),
so APr, APc and APf can be used to evaluate the effect of
the method in the long-tailed distribution dataset. On City-
scapes, we usedmAP and AP50 to evaluate 8 categories ind-
ividually and finally evaluate the average value.

4.1.3 Implementation Details

We adopted Mask R-CNN as our baseline, and first gradu-
ally verify the effectiveness of information-enhanced FPN,
bottom-up path enhancement with adaptive feature fusion,
and encoding-decoding mask head of our IEMask R-CNN.
Second, re-implement the SOTA methods and our IEMask
R-CNN on different datasets and compare them. Third, we
qualitatively analyzed our IEMask R-CNN. The detailed
implementation details are as follows.

We implemented the networks by PyTorch [40]. The
models ran on the 16 GB memory-sized NVIDIA Tesla V100
GPU with CUDA version 9.2 and CUDNN version 6.0. We
used the standard 1� training schedule and multi-scale
training from Detectron2 [41] by default and used Imagenet
pre-trained network as the backbone. On MS COCO2017,
the experiments adopted 720 K iterations, batch size 2 on 1
GPUs, and a base learning rate of 0.0025. The learning rate

TABLE 2
Detailed Introduction to the Instance Segementation Datasets

Name Year Training Validation Test Category Metrics

MS COCO2017 2017 118287 5000 40670 80 AP , AP50, AP75, APs, APm, APl, ARmax¼1,
ARmax¼10, ARmax¼100, ARs, ARm, ARl

Cityscapes 2016 2975 500 1525 8 AP , AP50

LVIS1.0 2020 100170 19809 19822 1203 AP , AP50, AP75, APs, APm, APl, APr, APc, APf

TABLE 3
Ablation Experiments Results on MS COCO2017 Val

Index CEM GIM Bottom-up path AFF Encoding-decoding AP AP50 AP75 APs APm APl

1 35.27 56.45 37.72 16.83 38.18 50.00
2 √ 35.97 57.48 38.42 17.73 38.63 51.83
3 √ 36.11 58.21 38.71 18.62 38.76 51.35
4 √ √ 35.79 57.41 38.25 17.54 38.50 51.58
5 √ 35.61 56.51 38.10 16.95 37.95 51.51
6 √ √ 35.64 56.48 38.23 16.59 38.17 51.52
7 √ 36.85 57.08 39.82 17.51 39.40 53.43
8 √ √ √ 36.06 57.53 38.18 17.80 38.68 52.13
9 √ √ √ √ 36.27 57.96 38.50 18.05 38.75 52.39
10 √ √ √ 37.80 59.09 40.85 18.93 40.63 53.49
11 √ √ √ 37.13 57.45 40.26 17.54 39.46 53.83
12 √ √ √ √ 37.77 58.51 40.85 18.75 40.34 54.35
13 √ √ √ √ 37.79 59.01 40.62 19.06 40.14 54.41
14 √ √ √ √ √ 37.83 58.71 40.85 19.16 40.49 53.97
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was reduced by a factor of 10 at iteration 480 K and 640 K.
Multi-scale training was used with shorter side randomly
sampled from [640, 800]. The short side was resized to
800 in inference. On Cityscapes, we used 160 K iterations
and 0.01 base learning rate, and reduce the learning rate at
140 K, where the batch size is 2 on 1 GPU. The shorter side
was randomly sampled from [800,1024] in training and
resized to 1024 in inference. On LVIS1.0, we used 1440 K
iterations, 0.0025 base learning rate, and reduce a factor of
10 at iteration 960 K and 1280 K. All remaining hyper-
parameters were kept the same as the Mask R-CNN imple-
mented in Detectron2.

4.2 Ablation Experiments

We demonstrated the effectiveness of our information-
enhanced FPN, bottom-up path enhancement with adaptive
feature fusion and encoding-decoding mask head through
extensive ablation experiments.

4.2.1 Information-Enhanced FPN

As shown in Table 3, the effect of adding IEFPN to the
model is comprehensive, and all metrics have been

improved. In addition, we also conducted separate experi-
ments on CEM and GIM in IEFPN to verify the effectiveness
of these two modules. We only added the CEM, the effect of
the model on various metrics has been greatly improved,
especially APs and APl, which have been improved by
about 1%. Because the CEM of our IEMask R-CNN can
make up for the loss of useful channel information by
enhancing the useful information in the channels. The GIM
we designed increases the global information of each fea-
ture map by adding high-level global semantic information
to the feature map, so that the RPN module, downstream
object detection module, and instance segmentation module
can use the global information as clues, and ultimately
improve the effectiveness of the instance segmentation
model. In addition, it can be noted that CEM and GIM using
IEFPN alone seem to achieve better results than IEFPN, but
the results for index 6, 8 & 9, and indexe 11, 12, 13 & 14 in
Table 3 show that IEFPN can produce better results in
IEMask R-CNN. To the best of our experience, the occur-
rence of indexe 2, 3 & 4 is due to instability in the network
learning process, so we generally combine IEFPNwith other
modules to get the best performance out of it.

4.2.2 Bottom-Up Path Enhancement With Adaptive

Feature Fusion

Without adding other modules, the bottom-up path
enhancement with adaptive feature fusion improves the
evaluation metric AP by 0.3%, especially the evaluation
metric APl by 1.52%. It can be seen from the experiment
that the improvement of the large instances is significant.
The main reason for this improvement is that the high-level
feature map of FPN structure lacks the detailed texture

TABLE 4
Experimental Results to Evaluate the Effectiveness of AFF

Version MS
COCO2017

Cityscapes LVIS1.0

AP D AP D AP D

w/o AFF 37.80 35.80 24.13
Ours 37.83 0.03 " 36.24 0.44 " 25.61 1.48 "

TABLE 5
Comparison With the SOTA Methods on MS COCO2017 Test-Dev

Method Year Backbone AP AP50 AP75 APs APm APl ARmax¼1 ARmax¼10 ARmax¼100 ARs ARm ARl

Mask R-CNN 2017

R-50-FPN

35.5 56.9 37.9 19.7 37.6 45.9 30.5 47.3 49.5 30.8 52.5 64.0
PANet 2018 36.5 57.6 39.2 20.2 38.6 47.1 30.9 48.3 50.6 31.3 53.3 65.1
MS R-CNN 2019 35.7 57.1 38.1 19.8 37.7 46.3 30.6 47.4 49.5 30.9 52.5 63.9
Pointrend 2020 36.5 57.2 39.3 20.0 38.5 47.5 31.4 48.8 51.1 31.5 54.1 66.4
BMask R-CNN 2020 36.6 57.2 39.5 19.5 38.7 48.0 31.3 48.7 50.9 30.7 54.0 66.4
DCT-Mask 2021 36.6 56.5 39.7 20.0 38.7 47.2 31.4 49.1 51.5 31.9 54.7 66.4
Mask Transfiner 2022 36.9 57.6 39.7 20.1 39.1 48.0 31.5 48.9 51.1 31.6 54.1 66.3
IEMask R-CNN(ours) - 38.1 59.3 41.2 21.3 40.2 49.4 31.7 49.9 52.5 33.2 55.3 67.5

Mask R-CNN 2017

R-101-FPN

37.1 58.9 39.7 20.4 39.7 48.3 31.3 48.5 50.6 31.2 54.0 65.6
PANet 2018 38.0 59.5 40.9 20.9 40.4 49.4 31.7 49.5 51.7 32.3 54.9 66.7
MS R-CNN 2019 37.2 59.0 39.9 20.6 39.7 48.2 31.4 48.5 50.6 31.2 54.1 65.0
Pointrend 2020 38.5 59.5 41.4 20.8 41.0 50.1 32.3 50.1 52.4 31.9 55.9 68.1
BMask R-CNN 2020 38.4 59.3 41.4 20.5 41.0 50.6 32.3 50.0 52.2 31.3 55.7 68.5
DCT-Mask 2021 38.0 58.5 41.2 21.1 40.4 49.1 32.2 50.3 52.6 32.6 56.0 67.9
Mask Transfiner 2022 38.5 59.7 41.5 20.7 41.2 50.5 32.5 50.1 52.2 31.5 55.8 68.2
IEMask R-CNN(ours) - 39.3 61.1 42.4 21.9 41.8 51.2 32.4 50.7 53.2 33.4 56.4 68.7

Mask R-CNN 2017

X-101-FPN

39.6 62.4 42.6 23.3 42.1 50.7 32.5 50.2 52.3 34.0 55.5 66.6
PANet 2018 40.2 62.7 43.5 23.8 42.9 51.3 32.7 50.9 53.1 34.7 56.2 67.4
MS R-CNN 2019 39.6 62.4 42.7 23.5 42.5 50.4 32.4 50.2 52.3 34.1 55.6 66.3
Pointrend 2020 40.8 62.8 44.0 23.4 43.4 52.6 33.3 51.8 54.1 34.7 57.4 69.8
BMask R-CNN 2020 40.6 62.4 43.9 23.0 43.4 52.6 33.2 51.4 53.5 33.7 56.9 69.2
DCT-Mask 2021 40.7 62.0 44.2 24.1 43.5 51.8 33.3 52.0 54.4 35.6 57.9 69.0
Mask Transfiner 2022 41.1 63.1 44.5 23.7 44.0 53.1 33.4 51.7 53.9 34.7 57.4 69.4
IEMask R-CNN(ours) - 41.4 63.9 45.0 24.9 43.8 53.3 33.3 52.2 54.5 35.9 57.6 69.6

BI ETAL.: IEMASK R-CNN: INFORMATION-ENHANCED MASK R-CNN 695

Authorized licensed use limited to: CHONGQING UNIV OF POST AND TELECOM. Downloaded on March 23,2023 at 02:02:40 UTC from IEEE Xplore.  Restrictions apply. 



information of the low-level feature map, while bottom-up
path enhancement with adaptive feature fusion in IEMask
R-CNN can effectively transfer the detailed texture informa-
tion of the low-level feature map to the high-level feature
map, improve the positioning ability of the high-level fea-
ture map, and then improve the segmentation effect of the
large instance. Furthermore, to fully validate the effective-
ness of our AFF, we trained a version of IEMask R-CNN
(w/o AFF) and validated it on three datasets. As shown in
Table 4, after removing the AFF, while the effect did not
change significantly on MS COCO2017, the AP score

decreased by 0.44% and 1.48% on Cityscapes and LVIS1.0,
respectively. Thus, our AFF is indispensable for IEMask R-
CNN.

4.2.3 Encoding-Decoding Mask Head

We only used the proposed encoding-decoding mask head to
replace the mask head inMask R-CNNwithout other modifi-
cations. The results produced by the model have a significant
improvement in all evaluation metrics. The AP and AP50

increased by 1.58% and 0.63%, respectively. In particular, the

Fig. 7. The visual comparison of results for MS COCO2017 val, and all methods used ResNet-50 with FPN (zoom-in for best view.).
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segmentation result of large objects was improved the most,
with APl raised from 50.00% to 53.43%. Compared with
SOTA methods, Mask R-CNN using encoding-decoding
mask head achieved the best results, as shown in Fig. 6. The
important reason for this significant improvement is that our
encoding-decoding mask head can obtain local-global infor-
mation verywell, thereby producing higher-qualitymasks.

4.3 Comparative Experiments and Discussion

For proving the performace of the proposed IEMask R-
CNN, we compared it to the SOTA methods that include:
Mask R-CNN [22], PANet [26], Mask scoring R-CNN [13],
Pointrend [12], BMask R-CNN [23], DCT-Mask [24] and
Mask Transfiner [42]. We used ResNet-50-FPN, ResNet-101-
FPN and ResNeXt-101-FPN as backbone networks respec-
tively to evaluate the performance of our method.

4.3.1 Experiments on MS COCO2017

The comparative experimental results are shown in Table 5.
Compared with Mask R-CNN, the average precision (AP )
of our method on ResNet-50-FPN, ResNet-101-FPN and

ResNeXt-101-FPN are improved by 2.6%, 2.2% and 1.8%,
respectively. With ResNet-101-FPN as the backbone, the
performance on the evaluation metrics of AP , AP50, AP75,
APs, APm, and AP 1 are 39.3%, 61.1%, 42.4%, 21.9%, 41.8%,

and 51.2%, respectively. In addition, our method still has an

advantage compared with the SOTA methods. For example,

when ResNet-50-FPN was the backbone, the AP score of

our IEMask R-CNN is 1.2% higher than the second-best

method, Mask Transfiner. The visualization effect is shown

in Fig. 7. Compared with the SOTA methods, our method

can not only reduce the error rate of classification but also

increase the accuracy of details. For example, as shown in

Fig. 7 (a1) to (a8), our method can produce higher quality

masks. In addition, as shown in Fig. 7 (b1) to (b8), the previ-

ous methods all recognize ”dog” as ”sheep,” but our

method can accurately identify the object category.
The results of our IEMask R-CNN has been significantly

improved because of the improvement brought by the infor-
mation-enhanced FPN, bottom-up path enhancement with
adaptive feature fusion and encoding-decoding mask head
of our method. IEMask R-CNN makes full use of the

TABLE 6
Comparison With the SOTA Methods on Cityscapes (Using ResNet-50 With FPN)

TABLE 7
Comparison With the SOTA Methods on LVIS1.0

Method Year Backbone AP AP50 AP75 APs APm APl APr APc APf

Mask R-CNN 2017

R-50-FPN

22.44 34.94 23.79 13.94 30.65 40.59 11.45 21.24 28.63
PANet 2018 23.13 35.38 24.58 14.10 31.20 41.89 12.52 21.52 29.59
MS R-CNN 2019 22.26 34.99 23.50 14.02 30.41 40.45 10.86 21.06 28.61
Pointrend 2020 23.98 36.40 25.34 14.53 32.55 43.65 13.57 22.47 30.24
BMask R-CNN 2020 22.95 34.69 24.18 13.52 31.61 43.32 12.07 21.40 29.47
DCT-Mask 2021 23.42 34.81 24.76 14.59 31.77 41.80 12.18 21.77 30.21
Mask Transfiner 2022 24.00 36.29 25.27 14.17 32.34 43.74 13.11 22.58 30.36
IEMask R-CNN(ours) - 25.61 38.32 26.76 15.77 34.00 44.13 14.30 24.00 31.24

Mask R-CNN 2017

R-101-FPN

24.76 38.02 26.36 15.19 33.36 44.40 15.62 23.44 30.25
PANet 2018 25.19 38.11 26.81 15.90 33.67 44.22 14.61 24.05 31.10
MS R-CNN 2019 24.66 37.93 26.35 15.29 33.01 43.27 14.84 23.55 30.23
Pointrend 2020 25.64 38.45 27.08 15.95 34.84 45.66 14.12 24.61 31.85
BMask R-CNN 2020 25.60 38.24 27.28 15.53 34.46 45.97 16.51 24.03 31.35
DCT-Mask 2021 25.39 36.92 27.15 16.09 34.30 45.03 14.53 24.03 31.69
Mask Transfiner 2022 26.21 39.05 27.82 16.03 35.14 46.53 16.21 24.73 32.25
IEMask R-CNN(ours) - 27.18 40.78 29.05 16.87 36.31 46.59 18.76 25.78 32.46

Mask R-CNN 2017

X-101-FPN

25.73 39.32 27.24 16.76 34.49 44.14 14.58 24.48 32.01
PANet 2018 26.55 39.78 28.42 16.91 35.59 45.78 15.19 25.39 32.85
MS R-CNN 2019 26.03 39.60 27.73 16.65 34.65 44.87 15.41 24.89 31.97
Pointrend 2020 23.91 35.68 25.30 15.59 32.35 43.56 10.05 22.20 31.90
BMask R-CNN 2020 25.85 38.22 27.55 15.51 35.33 46.40 13.11 24.56 32.90
DCT-Mask 2021 26.79 38.55 28.78 17.15 36.33 46.12 15.26 25.51 33.30
Mask Transfiner 2022 27.45 40.66 29.00 17.70 37.00 47.40 14.74 26.59 33.99
IEMask R-CNN(ours) - 27.91 41.24 29.66 17.99 37.02 47.60 17.50 26.63 33.90
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channel information in IEFPN through the CEM, and
increases the ability of downstream classification tasks
through the GIM in IEFPN, enhances the dissemination of
detailed texture information of low-level feature maps
through the bottom-up path enhancement with adaptive
feature fusion to enhance the localization capabilities of
high-level feature maps, and obtain local-global information
through encoding-decoding mask head to obtain high-qual-
ity masks.

4.3.2 Experiments on Cityscapes

As shown in Table 2, Cityscapes and MS COCO2017 are
completely different types of datasets. The image resolution
is large and it has a high-quality mask, but the number of
images and target types are relatively small. It contains 2975
training sets and 500 training sets. In order to more compre-
hensively evaluate the effects of our IEMask R-CNN and
the SOTA methods, we used ResNet-50-FPN as the back-
bone, and calculated the mAP of the 8 types of instances in
Cityscapes and the average value of the mAP of the 8 types
of instances.

The experimental results on the realistic and high-resolu-
tion dataset of Cityscapes are shown in Table 6. IEMask R-
CNN obtained larger improvements on this dataset than on
MS COCO2017. Compared with Mask R-CNN, IEMask R-
CNN increased from 32.7% and 58.8% to 36.7% and 62.3%
on the ”average” AP and AP50, respectively. In addition,
our method still achieved a higher AP on most instance cat-
egories compared to recent methods. This further demon-
strates the superiority of our method for high-quality mask
prediction. On this relatively small dataset, our method can
still obtain high-quality instance segmentation results,
which further proves the superiority of our method.

4.3.3 Experiments on LVIS1.0

LVIS1.0 is a new dataset for the segmentation of large-scale
vocabulary instances, and it was released in 2020. Although
LVIS1.0 uses the pictures on MS COCO2017, the pictures of
LVIS1.0 have more detailed annotations and more catego-
ries (1203 categories). LVIS1.0 poses a greater challenge to
the instance segmentation model, but our IEMask R-CNN
still shows the best results. Table 7 shows the results of
IEMask R-CNN and the SOTA methods under different
backbone networks. Our method IEMask R-CNN surpasses
the SOTA methods in all evaluation metrics. Especially
compared with Mask R-CNN, our IEMask R-CNN used
ResNet-50-FPN as the backbone network, which improved
the AP by 3.17%, especially on AP50 and APl. In addition,
when ResNet-101-FPN was used as the backbone network,
the evaluation metrics are also significantly improved. Our
method showed its superiority in instance segmentation
tasks compared with other SOTA methods on LVIS1.0. For
example, when using ResNet-50-FPN as the backbone net-
work, the AP score of IEMask R-CNN is 1.61% higher than
the second-best method, Mask Transfiner.

For the reason that LVIS1.0 is a dataset with long-tailed
distribution characteristics, many current methods do not
perform well in categories with a small amount of data,
which poses a challenge to the current methods. However,
as shown in Table 7, our IEMask R-CNN has improved

significantly on APr and APc, especially with an accuracy of
18.76% on APr. It can be seen that our method also has a
better effect on the long-tail distribution dataset.

Fig. 8. More example result pairs from Mask R-CNN (left images) versus
IEMask R-CNN (right images), using ResNet-50 with FPN (zoom-in for
best view).
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4.4 Qualitative Results

We provided some visualization results on MS COCO2017
validation set to compare our method with Mask R-CNN
and further prove the effectiveness of our method. As
shown in Fig. 8, the qualitative results were achieved on the
backbone of ResNet-50-FPN. IEMask R-CNN predicted
mask with substantially higher quality than Mask R-CNN,
especially for the hard regions, such as the wing of the air-
plane (the first line), the mouth of the zebra (the third line),
the legs of the bear (the sixth line). In addition, the instance
category classification effect of IEMask was also higher than
Mask R-CNN, especially for similar categories, such as the
bird (the second line). The qualitative results further prove
that compared with the original Mask R-CNN, our IEMask
R-CNN can not only product high-quality masks, but also
improve the performance of instance category classification.

4.5 Analysis of Methods

We comprehensively evaluated our IEMask R-CNN and
SOTA methods using four dimensions: average precision
(AP ), parameters (Params.), floating-point operations per sec-
ond (FLOPs) and inference time (Time). As shown in Table 8,
the AP score of our IEMask R-CNN is 1.43% higher than the
second-best method, Mask Transfiner. Params. and FLOPs
are two measures of model size. Our method has a higher
number of parameters compared to SOTA methods, but the
FLOPs of ourmethod are still kept within an acceptable range.
In real-world scenarios, the inference time of the method is
particularly important. As shown in Table 8, our method not
only achieves high AP score, but also exhibits faster inference
times (versus Pointrend, SOTR andMask Transfiner, etc.).

Having a large number of parameters may be a draw-
back of the existence of IEMask R-CNN. Therefore, we
believe that in the case of constraints on the model parame-
ters, we can use the “IEMask R-CNN (w/o GIM)” version,
which can obtain higher AP score than SOTA methods with
lower parameters.

5 CONCLUSION

In this work, we proposed a proposal-based instance seg-
mentation method called IEMask R-CNN for high-quality

instance segmentation. IEMask R-CNN makes full use of
the channel information and increases the ability of down-
stream classification through the information-enhanced
FPN, and enhances the dissemination of detailed texture
information of low-level feature maps through the bottom-
up path enhancement with adaptive feature fusion to
enhance the localization capabilities of high-level feature
maps, and obtain local-global information through encod-
ing-decoding mask head to obtain high-quality masks.

In addition, we have conducted extensive experiments
on three different types of instance segmentation datasets:
MS COCO2017, Cityscapes, and LIVS1.0. Our IEMask R-
CNN has advantages in both visual quality evaluation and
objective evaluation metrics, which greatly proves the supe-
riority of our method in the instance segmentation task. We
believe IEMask R-CNN can serve as a strong baseline for
high-quality instance segmentation.
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