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Abstract— Contrast enhancement manipulation is a common
method to improve the visual effect of an image. Meanwhile,
it can also be considered a type of global image forgery because
it changes the image’s visual appearance without alerting its
semantics. Moreover, for local image forgery, a tampered image
may be composited by images with different contrast enhance-
ment manipulations or post-processed by a contrast enhancement
manipulation to conceal the trails of tampering. Therefore,
contrast enhancement manipulation detection is critical to global
image forgery detection. The existing methods can only detect
a particular type of contrast enhancement manipulation, such
as gamma correction or histogram equalization. To break this
limitation, we propose the zero-gap spans (ZGS) as the fingerprint
to explore the traces of contrast enhancement manipulations.
Based on ZGS, various contrast enhancement manipulations can
be distinguished by a simple classification method at image-level
and patch-level; different gamma corrections can be identified,
and their gamma value can be estimated. Experimental results
indicate that the proposed ZGS-based classification method can
achieve and maintain good classification performance under
different cases (gamma correction, simple histogram equalization,
modified histogram equalization techniques). Meanwhile, ZGS
can estimate the gamma value with the mean squared error
(MSE) below 0.1156. For the local forgery images, the proposed
ZGS also can be utilized to locate the regions with different
contrast enhancement manipulations.

Index Terms— Global forgery detection, contrast enhancement
manipulation, gamma correction, histogram equalization, ZGS.

I. INTRODUCTION

NOWADAYS, creating forgeries on an image can be done
by just clicking a key in image-editing software and

many Apps, which is very easy and does not require profes-
sional skills. Meanwhile, the rapid development of the Internet
and social platforms has led to the widespread dissemination
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of these fake images, which may mislead people’s perceptions
or affect the judgment of decision-makers on some critical
occasions. Since these fake images have caused many serious
public opinion issues, it is more and more necessary to
authenticate the images from the perspective of information
security.

So far, the proposed image authentication approaches can
be generally classified into two classes: the active methods and
the passive methods. The active methods verify images using
the previously inserted information in the original images, for
instance, watermarking [1]. The passive methods are blind
methods without the help of any previously inserted infor-
mation and only conduct authentications on observed images.
Over the last two decades, many passive authentication meth-
ods have been proposed, which are usually divided into local
forgery detection and global forgery detection. Most of them
were proposed for detecting the local image forgery. The local
forgery is to tamper with the semantic content of an image
by changing some parts of the image, such as copy-move
forgery [2], [3] and splicing forgery [4], [5], [6]. For detecting
the local image forgery, these detection methods generally
explore the tampered regions by calculating the difference or
similar properties among image regions. However, the detec-
tion methods for global image forgery are rare. The typical
global image manipulations [7] include filtering operation [8],
[9], [10], [11], JPEG compression [12], [13], [14], [15], [16],
[17], and contrast enhancement [18], [19], [20], [21], [22].
From these image manipulations, we can see the global image
forgery changes an image’s visual appearance without alerting
the image’s semantics. Since only the global properties of the
images are modified, it is more complicated to distinguish the
global forgery images from the original images by exploring
the potential regularities.

Gamma correction and histogram equalization attract the
most attention in previous research on contrast enhancement
manipulation as global image forgery. Due to simplicity and
effectiveness, they are usually used to modify the visual
effect of an image and as the post-processing of the local
image forgery to conceal the trails by blurring the differ-
ence between the tampered region and the non-tampered
region. In gamma correction and histogram equalization, the
pixel value of an input image is mapped to the new pixel
value by a specific mapping function. Since the specific
mapping function will leave the trails on the histograms of
output images, the statistical characteristics of the histograms
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can be regarded as a sign of these contrast enhancement
manipulations.

Based on this idea, some detection methods using the statis-
tical characteristics of the histogram have been proposed [18],
[19], [20], [21], [22]. Stamm and Liu [18] detect histogram
equalization by considering the strength of frequency compo-
nents in the image histogram and detect local contrast enhance-
ment. Yuan [19] models the gray-level cumulative distribution
of histogram-equalized images as a discrete identity function
and then matches it with observed gray-level cumulative dis-
tribution to identify the use of global histogram equalization.
Akhtar and Khan [20] propose a method that can detect forged
images saved in JPEG format after histogram equalization
manipulation. Cao et al. [21] explore statistical abnormity
on image grayscale histograms caused by gamma correction.
In [22], they continue their work on global and local gamma
correction in an image that was previously JPEG compressed.
Since the discrimination power of their proposed features is
not good enough, each existing method can detect only one
type of contrast enhancement manipulation, either histogram
equalization [18], [19], [20] or gamma correction [21], [22].

In the actual scene, the forgery is far more complicated
than analysis. If a method only can detect one type of contrast
enhancement manipulation, 1) it cannot distinguish these com-
mon types of contrast enhancement manipulations, which will
limit the application of the detection method in real scenes;
2) when different types of contrast enhancement manipulations
are performed in both tampered and non-tampered regions
simultaneously, it will be impossible to distinguish them;
3) when we need to know the degree of contrast enhancement
for accomplishing the further tasks, such as image restoration,
it cannot provide any clues.

To break this limitation, we propose a versatile detection
method for various contrast enhancement manipulations in
this paper. Our main contributions in this paper are listed
below.

• ZGS is proposed as the only feature to discriminate
various types of contrast enhancement manipulations.

• Based on ZGS, we propose a simple classification method
that can distinguish various contrast enhancement manip-
ulations at image-level and patch-level.

• We further explore the clues of gamma correction manip-
ulation showed by ZGS, and then propose a gamma value
estimation method.

Our method improves the practicability of the detection
method for global contrast enhancement manipulations in real
situations because of its versatility. It can handle more various
cases of locally forged images that are related to contrast
enhancement manipulations. Moreover, it can also help further
tasks required to know the gamma value used in gamma
correction. The comparison between the discrimination power
of ZGS and other histogram-based features used in existing
methods is summarized in Table I.

The rest of this paper is organized as follows. The fin-
gerprint of contrast enhancement manipulation is analyzed
in Section II. The proposed detection method for con-
trast enhancement manipulations is presented in Section III.

TABLE I

SUMMARY OF THE DISCRIMINATION POWER OF ZGS AND THE
OTHER HISTOGRAM-BASED FEATURES USED IN EXISTING METHODS.

ORG: ORIGINAL IMAGES; HE: HISTOGRAM EQUALIZATION; GC:
GAMMA CORRECTION; GE: GAMMA VALUE ESTIMATION

Section IV verifies the effectiveness of the proposed method.
Finally, we conclude our work in this paper in Section V.

II. FINGERPRINT OF CONTRAST

ENHANCEMENT MANIPULATIONS

Contrast enhancement manipulations aim to adjust the
contrast of an image, and the different types of contrast
enhancement manipulations have different rules of adjustment.
In previous research, since contrast enhancement manipu-
lations considered as global image forgery mainly include
gamma correction and histogram equalization, we first review
them.

A. Review of Contrast Enhancement Manipulations

Gamma correction is originally used to encode and decode
luminance by power-law function in various devices that
produce images and videos, and the power-law function is

y(x) = xγ (γ > 0), (1)

where x ∈ [0, L − 1] represents the pixel intensity of the
input image, and y(x) is the corresponding pixel intensity after
gamma correction. γ is the parameter of gamma correction,
and various devices own different γ . When γ > 1, the output
pixel intensity y(x) is lower than the input pixel intensity x .
Otherwise, the output pixel intensity y(x) is higher than the
input pixel intensity x .

Unlike gamma correction, histogram equalization attempts
to increase the contrast of a digital image by generating a map-
ping, making the intensities of the output image more evenly
distributed in the histogram. The mapping is accomplished
using

T (x) = round

�
(L − 1) × cd f (x) − cd fmin

M × N − cd fmin

�
, (2)

where M × N is the size of the input image; cd f (x) is
the number of pixels whose intensity value is equal or less
than x ; cd fmin is the number of pixels with the minimum
non-zero intensity value in the image; L is the number of pos-
sible intensity levels; T (x) represents the output pixel inten-
sity for input pixel intensity x after histogram equalization
transformation T .

B. Zero-Gaps Left by Contrast Enhancement Manipulations

Since gamma correction or histogram equalization alters the
pixel intensities of an image by the above mapping rules, they
will leave certain traces on the image’s histogram. For gamma
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Fig. 1. Two power-law functions with different parameters γ and their
stretched and merged range. The black lines are power-law functions
y(x) = xγ and the blue lines are their first derivatives y�(x). x0 is the point
where y�(x0) = 1.

correction, no matter what kind of parameter γ , the slope
of each point on the power-law function y(x) is different.
The slope can be calculated by the first derivative y �(x)
shown as blue lines in Fig. 1. According to the properties of
power-law function and Lagrange Mean Value Theorem [23],
there exists a point (x0, y(x0)) such that y �(x0) = 1. Since
the power-law function y(x) is a monotonous function, there
is a continuous interval where y �(x) > 1. In this interval, the
input pixel intensity will be dispersively mapped to the output
pixel intensity range, which will cause disappearing bins in the
output image’s histogram. Based on this phenomenon, [21],
[22] name the disappearing bins as zero-gaps, which satisfy

bk = 0, min {bk−1, bk+1} > τ, (3)

where bk is the height of the k-th bin of the image’s nor-
malized histogram. The first sub-equation assures that the
corresponding bin is null, and the second sub-equation keeps
the neighboring bins larger than a small threshold τ .

By counting the number of the defined zero-gaps,
[21], [22] proposed methods to detect gamma correction.
However, their proposed method can only distinguish the
original images and the images manipulated by gamma cor-
rection, and they did not further explore the phenomenon of
zero-gaps.

In this paper, we analyze this phenomenon in more depth.
For the power-law function y(x), when y �(x) > 1, the input
pixel intensity will be dispersively mapped to the output pixel
intensity range; when y �(x) < 1, the input pixel intensity
are intensively mapped to the output pixel intensity range.
Therefore, the output pixel intensity range can be separated by
Stretched Range (S R) and Merged Range (M R). As shown in
Fig. 1-(a), when γ < 1, the output pixel intensity range can
be separated as in Eq. 4.

S R : [0, y(x0)];
M R : [y(x0), 1]. (4)

As shown in Fig. 1-(b), when γ > 1, the output pixel intensity
range can be separated as in Eq. 5.

S R : [y(x0), 1];
M R : [0, y(x0)]. (5)

Fig. 2. From left to right: the original image; gamma correction γ = 0.60;
gamma correction γ = 2.50; histogram equalization. From top to bottom:
the observed images; the histograms (figures should be zoomed in to see the
zero-gaps); the zero-gaps of the histograms; the distribution of the ZGS; the
distribution of ZGS on different datasets (a vertical line visualizes the ZGS
of an image: the color represents the value of ZGS. M: MFC; F: FR; D: MD;
O: COCO; U: UCUS; I:UCID. See Table. III for details). The x-axis is the
pixel value.

When an image (as shown in Fig. 2-(a1)) is operated by
gamma corrections with different γ , since the zero-gaps only
occur in S R, it can be observed that when γ < 1, the zero-gaps
distribute on the left side of the histogram in Fig. 2-(c2),
and they appear on the right side of the histogram when
γ > 1 in Fig. 2-(c3). As shown in Fig. 2-(c4), since the image
pixel distribution is more uniform after histogram equalization,
the distribution of zero-gaps is unpredictable and relatively
uniform.

C. ZGS Fingerprint of Contrast Enhancement Manipulation

We can see above, using the distribution of zero-gaps
can roughly infer the range of γ of the power-law func-
tion y(x) in gamma correction. Practically, the probability
of zero-gaps occurrence is also determined by the slope of
the power-law function y(x): the zero-gaps in an interval
where the absolute value of the slope is large has a higher
occurrence chance because of a stronger stretching power
caused by the power-law function y(x). Therefore, when
approaching the point y(x0) where the first derivative y �(x)
equals 1 in the stretched area S R, as the stretching power
becomes weaker, the number of zero-gaps is smaller, resulting
in larger adjacent distances between two zero-gaps.

For describing this phenomenon, we define the distances
between two neighboring zero-gaps as ZGS. Supposing K as a
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Fig. 3. From left to right: the gamma corrections with γ equals 0.20, 0.40, 0.60, 0.80, 1.50, 2.00, 2.50, 3.00, respectively. From top to bottom: the observed
images; the histograms and the figures should be zoomed in to see the zero-gaps; the distribution of the ZGS. The x-axis is the pixel value.

sorted set containing all position index k of zero-gaps in Eq. 3
in the histogram in ascending order. The ZGS fingerprint Z is
then generated as a 256-dim feature vector by Eq. 6, which
corresponds to the 256 bins of the histogram.

Z ( j) =
�

Ki+1 − Ki − 1, if j ∈ (Ki , Ki+1)

0, otherwise,
(6)

where i is the i -th element in set K , i ∈ {1, . . . , 254}.
Eq. 6 counts the number of bins between two zero-gaps in
a histogram, and this value is recorded in the corresponding
index of the ZGS fingerprint Z.

The ZGS distribution can be viewed in the dth row of
Fig. 2. We can observe, as the stretching power declines when
approaching y(x0) in S R, the value of ZGS gradually becomes
higher, and the largest values appear around y(x0). Therefore,
ZGS has two characters:

• the ZGS distribution can reflect various types of contrast
enhancement manipulations, which is similar to the dis-
tribution of zero-gaps;

• the value of ZGS can infer the stretching power of the
power-law function y(x), which actually corresponds to
the slope of the power-law function y(x).

In order to evaluate the two characters of ZGS, we randomly
selected 300 images from each of six public datasets and
performed contrast enhancement manipulations, including his-
togram equalization, gamma correction where γ = 0.60, 2.50.
Then we extracted ZGS and show them in a gathered form in
Fig. 2-(e1) (e4): a horizontal line denotes a ZGS distribution
of an image, and its color represents the ZGS value. The
distinction between different contrast enhancement manipu-
lations from the gathered ZGS distribution is clear: almost
no ZGS appear in the original images in Fig. 2-(e1); no
apparent regular pattern presents for images after histogram
equalization in Fig. 2-(e2); the ZGS distribution is denser on
the left side of the pixel value range when γ < 1 in Fig. 2-(e2);
it is denser on the right side of the pixel value range when
γ > 1 in Fig. 2-(e3). Although the content of images in

datasets is different, their ZGS distribution after the same
gamma correction is quite similar. Take γ = 0.60 for example:
their ZGS value gradually increases from left to right and
decreases to zero right after the peak. And it is affected by the
slope of the power-law function y(x). Therefore, we can use
ZGS distribution as the fingerprint left by gamma correction
to estimate y(x).

D. Preliminary Classification Based on ZGS

Directly based on the proposed ZGS, we can classify the
various types of contrast enhancement manipulations. For an
image, we performed quadratic curve fitting g with mean
square error as the fitting metric on the non-zero part of
each ZGS and selected the median position a, b, and c in
the largest, second-largest spans, third-largest spans. Then we
determined the slope of g�(a), g�(b), and g�(c) of the three
points on the curve. The ZGS distribution and the fitted curves
of different manipulations are shown in the first row of Fig. 4.
In the second row of Fig. 4, the slope at a, b, c has an
obvious pattern after different manipulations. There are almost
no zero-gaps in the original image, so ZGS does not exist.
When γ < 1, g�(a), g�(b) and g�(c) are in decending order,
and when γ > 1 they are in ascending order. Since ZGS has
no such order after histogram equalization, g�(a), g�(b), and
g�(c) show no numeric order.

A simple classification experiment can be conducted accord-
ing to this simple rule on six datasets, including histogram
equalization and gamma corrections with 14 parameters
between 0.20 and 5.00. Table II shows the results in CC Ps
defined by Eq. 17 of the four-class classification. The good
performance of the simple classification rule proves that ZGS
can well describe the patterns left by different types of contrast
enhancement manipulations.

III. DETECTION OF CONTRAST

ENHANCEMENT MANIPULATIONS

Based on the above exploration of ZGS, we utilize its two
characters further, propose one method to classify various
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Fig. 4. ZGS histogram of the original image, images after gamma corrections,
and histogram equalization. The first row is ZGS and the corresponding fitted
quadratic curves, and the x-axis is the pixel value. The second row is the
slopes of a, b, c on the fitted curve; a, b, c denote the median position in
the largest, second-largest spans, third-largest spans in the ZGS histogram
respectively.

TABLE II

EXPERIMENTAL RESULTS IN CC Ps OF THE FOUR-CLASS
CLASSIFICATION FOR ORIGINAL IMAGE, HISTOGRAM

EQUALIZATION AND TWO CLASSES OF GAMMA

CORRECTION (γ1, γ2) BY THE SLOPE RULE

contrast enhancement manipulations and another method to
estimate the parameter γ in gamma correction.

A. Classifying Various Contrast Enhancement Manipulations
by ZGS Fingerprint

The above preliminary classification shows the proposed
ZGS has good discrimination power, which can be further used
with proper classifiers to discern various contrast enhancement
manipulations. The support vector machine (SVM) classifier
is trained using the extracted ZGS fingerprints Z from the
training set and then is used to classify the original images
and the different manipulations. From the classification result,
we observed that the false results are related to ZGS extracted
at both ends of histograms. Some examples are shown in
Fig. 5, and it can be seen that these zero-gaps at both ends
of the histograms are not caused by the stretching effect of
the mapping function. Therefore, feature extraction including
both ends of histograms will reduce the descriptive ability of
ZGS as the fingerprint of contrast enhancement manipulations.
Previous manipulated image detection methods [18], [19],
[20], [21], [22] perform feature extraction from a whole gray-
level range, thus achieving reduced classification accuracy
without adequately handling the issue.

To solve this issue, we need to locate the gray-pixel range
to reflect the effect of the mapping function. For an image,

Fig. 5. Adaptive effective range selection and its effect on classification
result. The red arrow shows the selected effective range, and the blue arrow
points out the bins or intervals not included in the range. The x-axis is the
pixel value. From left to right in the first four rows: the observed images; the
histogram of the observed images; the cumulative distribution of the observed
images; the ZGS distribution from ER and WR. From top to bottom in the
first four rows: the original image; gamma correction γ = 0.60; gamma
correction γ = 2.50; histogram equalization. (e)(f) The classification accuracy
in CC Ps from ER and WR on different datasets. ER: effective range; WR:
whole range; GT: ground truth; WR_Result: the classification result from the
whole range; ER_Result: the classification result from the adaptively selected
effective range.

only if its cumulative distribution rises is it possible to yield
zero-gaps caused by the stretching effect of the mapping
function. In order to find this effective range, the slope cd f � (t)
of point t on the curve of the cumulative distribution cd f (x)
is defined as

cd f � (t) = cd f (t + 1) − cd f (t − 1)

x (t + 1) − x (t − 1)
, (7)

where x (t) ∈ {0, 1, . . . , 255} is the pixel intensity of point
t . The starting gray-level Rs and the end gray-level Re of the
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selected effective range are determined by Eq. 8 and Eq. 9.

Rs = min
�
x (t)

��cd f � (t) �= 0, cd f (t) �= 0
� ; (8)

Re = min
�
x (t)

��cd f � (t) < δ, cd f (t) �= 0
�
. (9)

If δ is set too large, the selected effective range for extracting
ZGS fingerprint Z will become shorter, and the useful inten-
sities will lose, making the extracted ZGS insufficient to rep-
resent the fingerprint of contrast enhancement manipulations.
We conducted experiments and found that the proper value
of δ is 0.003. It should be noted that this adaptive effective
range selection process does not change the length of the ZGS
fingerprint Z. Instead, we extract ZGS in a range defined by
Eq. 8 and Eq. 9. After adaptive effective range has been

After extracting the ZGS fingerprint Z refined by adap-
tive effective range selection, we choose SVM to discern
manipulations for its excellent generalization ability and good
classification performance on small sample datasets. To imple-
ment multi-classification, we choose the LibSVM library [24]
which adopts a One-versus-One (OVO) strategy. As for the
RBF kernel parameters, the grid search and cross-validation
are used to obtain the best parameters. Fig. 6 depicts the
flowchart of our proposed classification method based on
the ZGS extraction process with adaptive effective range
selection.

In order to show the influence of the range selection,
we conducted three-class classification experiments, including
original images, histogram equalization, and gamma correction
from 0.20 to 0.80 on six datasets. Using the whole range of
the image histogram to extract ZGS has worse performance
than extracting ZGS from an effective range in a histogram,
which is shown in Fig. 5-(d)∼(e).

B. Gamma Value Estimation by ZGS Fingerprint

In addition to classifying various contrast enhancement
manipulations, ZGS can also be used to perform gamma value
estimation. The ZGS fingerprint Z provides necessary clues for
gamma value estimation.

The first clue is the position of the maximum value in the
ZGS fingerprint Z, and the position is related to γ . Since the
maximum value appears round the position y(x0), we analyse
the relationship between y(x0) and γ . Get the first derivative
of the power-law function in Eq. 1:

y �(x) = γ xγ−1. (10)

Let y �(x) = 1 and we get its solution x0 in Eq. 11:

x0 = e
ln γ
1−γ . (11)

Substitute x0 into Eq. 1 and obtain Eq. 12:

y (x0) = e
γ

1−γ ln γ
. (12)

Eq. 12 clearly reveals the relationship between y(x0) and
the parameter γ under ideal condition. This relationship can
be observed in the ZGS distribution in Fig. 3-(c1)∼(c4):
since y(x0) monotonously decreases regarding γ in Eq. 12
(shown in Fig. 7-(a)), as γ increases from 0.2 to 0.8, y(x0)
decreases. It consequently makes the maximum value in the

ZGS distribution move to the left. This happens when γ > 1 in
Fig. 3-(c5)∼(c8) as well: when γ increases from 1.5 to 3.0,
the maximum value move to the left, where y(x0) is smaller.
Since the maximum value in Z appears around y(x0) but not
the exact position of y(x0), we cannot directly solve Eq. 12
to obtain the value of γ .

The second clue is the maximum value in the ZGS finger-
print Z, which is also determined by γ . We consider a small
interval �x around x0, where y �(x0) = 1. The slope around
x0 is then obtained by Eq. 13.

y �(x0; �x) = γ (x0 + �x)γ−1 . (13)

We substitute Eq. 11 into Eq. 13 and get Eq. 14.

y �(γ ; �x) = γ

�
e

ln γ
1−γ + �x

	γ−1

. (14)

In Eq. 14, when γ < 1, since S R is on the left side of x0,
we set �x < 0, and we set �x > 0 when γ > 1 since S R
is on the right side of x0. The image of Eq. 14 can be seen
in Fig. 7-(b). It shows that when �x < 0, Eq. 14 is a set of
monotonously decreasing functions: when γ rises, the slope
y �(γ ; �x) decreases, resulting in producing fewer zero-gaps
and consequently yielding larger value in the ZGS distrib-
ution. The Fig. 3-(c1)∼(c4) verify such conclusion. On the
contrary, when �x > 0, functions in Eq. 14 are monoto-
nously increasing: as γ increases, the slope y �(γ ; �x) rises,
leading to more zero-gaps, and the maximum value decreases
consequently. The Fig. 3-(c5)∼(c8) support the analysis
above.

Based on the analysis above, the parameter γ affects the
maximum value and their positions in the ZGS fingerprint Z.
We can therefore use these two variables to infer γ via two-
variable regression. The first variable S1 records the position
of the maximum value in Z. Since there may be more than
one maximum value, we use the most right-side one when
γ < 1 and the most left-side one when γ > 1. Formally,
the S1 can be obtained from the ZGS fingerprint Z by
Eq. 15.

S1 =

⎧⎪⎨
⎪⎩

max{arg max
i

Z(i)} if γ < 1

min{arg max
i

Z(i)} if γ > 1
. (15)

The second variable S2 is the maximum value in the ZGS
fingerprint Z, as shown in Eq. 16.

S2 = max Z(i). (16)

Then, the process of estimate the parameter γ is described in
Algorithm 1 and the coefficients α1, α2, β1, β2, θ1, θ2 can be
obtained by training on image datasets.

IV. EXPERIMENTS AND ANALYSIS

This section presents extensive experiments and experi-
mental results to verify the effectiveness of our proposed
method in discrimination of manipulation, estimation of the
parameter in gamma correction, and detecting local image
manipulations. In Section IV-A, the datasets and the evaluation

Authorized licensed use limited to: CHONGQING UNIV OF POST AND TELECOM. Downloaded on March 23,2023 at 01:42:54 UTC from IEEE Xplore.  Restrictions apply. 



BI et al.: VERSATILE DETECTION METHOD FOR VARIOUS CONTRAST ENHANCEMENT MANIPULATIONS 497

Fig. 6. Framework of the proposed method to classify various contrast enhancement manipulations with adaptive effective range selection. CDF: Cumulative
distribution function.

Fig. 7. Images of Eq. 12 and Eq. 14. (a) The relationship between y(x0)
and parameter γ in Eq. 12. (b) The relationship between y� and γ in a small
interval x0 + �x in Eq. 14.

metric are introduced. The evaluation of the proposed classifi-
cation method and comparisons are discussed and explored
in Section IV-B. Section IV-C presents the gamma value
estimation. The analysis of robustness and the application
of our method to image authentication are discussed in
Section IV-D and IV-E respectively. The experiments were
performed on the Intel (R) Core (TM) i7-4790 CPU @
3.60GHz PC (Matlab 2018a, win10) platform.

A. Datasets and Evaluation Metric

1) Datasets: The experiments use the following six
datasets: UCID [25], UCUS [26], COCO [27], MD, Fantastic
Reality (FR) [28], and MFC [29]. The specifications of these
datasets is summarized in Table III. The UCID uncompressed
color image library includes natural scenery, buildings, people,
indoor and outdoor scenes. The UCUS color image dataset
is a collection of JPEG images of different sizes collected
from different sources, with a total of 840 images, and
includes multiple resolutions from 520 × 358 to 3648 ×
2736. The third dataset is a collection of 3915 JPEG color
images randomly selected from the COCO dataset released
by Microsoft, including various resolutions from 333 × 240 to
640 × 640. In order to detect JPEG format, TIFF format, and
images of different resolutions simultaneously, we combined
these three original datasets into a merged dataset MD with
a total of 6093 images for experiments. FR [28] includes

Algorithm 1 Estimate the Parameter γ in Gamma Correction
Input: ZGS feature set T , coefficients α1, α2, β1, β2, θ1, θ2.
Output: Gamma correction estimate value γ̂ .

1: for each Z ∈ T do
2: Fit the non-zero interval of Z using quadratic curve
g;
3: Obtain the index of median position a, b, c in the
largest,

the second-largest and the third-largest spans;
4: Compute the slope values g�(a), g�(b) and g�(c);
5: if g�(a) > g�(b) > g�(c) then
6: Compute S1 = max{arg max(Z)};
7: Compute S2 = max(Z);
8: Compute γ̂ = α1 ln S1 + β1lnS2 + θ1;
9: end if
10: if g�(a) < g�(b) < g�(c) then
11: Compute S1 = min{arg max(Z)};
12: Compute S2 = max(Z);
13: Compute γ̂ = α2 ln S1 + β2lnS2 + θ2;
14: end if
15: end for
16: Return γ̂

authentic and spliced images for various scenes with
pixel-level ground truth masks, and we only randomly selected
2000 real images for the experiment. The MFC dataset is a
large-scale benchmark dataset for media forensic challenge
evaluation, and 4,316 original images were selected randomly
for experiments.

2) Evaluation Metric: For testing the performance of our
proposed classification method, the experiment uses the correct
classification percentages (CC Ps) as the evaluation metric to
verify the effectiveness of the classification method, and the
definition is

CC Ps= the number of correctly classified images

the total number of classified images
× 100%.

(17)

Besides, the confusion matrix is used for evaluation,
which contains information about groundtruth and predicted
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TABLE III

SPECIFICATIONS OF THE SIX DATASETS USED IN THE EXPERIMENT

classifications and is usually used to evaluate the performance
of a method intuitively.

B. Evaluations of the Classification Method

1) Experiments Under the Same Dataset: In this section,
the experiments are carried out to estimate the performance
of the proposed classification method to distinguish original
images, images after histogram equalization, and images after
gamma correction. The training and testing set in this section
are from the same dataset. And the number of training and
testing images are shown in Table. III.

The three-class classification experiment includes original
images, images after histogram equalization, and images after
gamma correction. In the case of γ < 1, we selected parameter
γ from 0.20 to 0.80 with an interval of 0.10. While γ > 1, the
reciprocals of the parameters in the former case are used. Fig. 8
(a) and (b) show the experimental results with different gamma
values. We can see that the proposed classification method can
successfully distinguish the three classes with good perfor-
mance. No matter the images in JPEG or TIFF format, or the
merged dataset in JPEG and TIFF format, it does not affect the
performance of the proposed classification method. It can be
seen that when the parameter γ takes the extreme value, such
as γ = 0.20 and γ = 5.00, the classification performance
is slightly affected. This is because the extreme value of
γ greatly changes the image, concentrating image pixels in
a very low or a very high intensity range, which affects
the extraction of fingerprint features. When γ = 1.25, the
change of intensity caused by gamma correction is very slight,
so there is a little difference in the fingerprint feature between
the original and operated images. However, the proposed
classification method can still distinguish the manipulations
successfully.

The experiments above only include one gamma correction,
while this section conducts the four-class classification exper-
iments, including original images, histogram equalization, and
two different gamma corrections. In order to test how close
two γ values can be distinguished by the proposed method,
the following three cases are considered, and we use �γ =
γ2 − γ1 to show the closeness of the two gamma parameters:
Case 1: γ1 < γ2 < 1, and γ1 = 0.50, �γ = 0.10, 0.20, 0.30;
Case 2: 1 < γ1 < γ2, and γ1 = 2.50, �γ = 0.10, 0.30, 0.50;
Case 3: γ1 < 1 < γ2, and γ1 = 0.60, 0.70, 0.80,
γ2 = 1/γ1. The smaller �γ indicates the two gamma values
are closer, and the classification difficulty increases accord-
ingly. The result shown in Table IV indicates that our method

Fig. 8. Three-class classification results in CC Ps in the same dataset. (a) The
experimental results classifying original images, histogram equalization, and
gamma correction when γ < 1. (b) The experimental results classifying
original images, histogram equalization, and gamma correction when γ > 1.

TABLE IV

EXPERIMENTAL RESULTS IN CC Ps CLASSIFYING ORIGINAL

IMAGES, HISTOGRAM EQUALIZATION, AND TWO GAMMA

CORRECTIONS IN THE SAME DATASET

can discern different gamma corrections even the parameters
of the two corrections are very close: in the experiment, even
if �γ = 0.10, classification accuracy remains very high.
The visualization of the confusion matrix of the proposed
classification method under the same dataset is shown in
Fig. 9. It can be clearly seen that the diagonal value of the
confusion matrix is much larger than other values, whether it is
three or four-class classification results, which further proves
the effectiveness and stability of the proposed method.

2) Experiments Across Different Datasets: Our method
achieves good performance as the training and testing images
are from the same dataset. However, given an image to be
authenticated in realistic scenes, we do not know its origin.
Therefore, we further test the proposed classification method
when the training and testing set are from different datasets.

The three-class classification experiment includes the orig-
inal images, the images after histogram equalization, and
the gamma correction. According to Fig. 8, the classification
performance of extreme gamma value is comparatively lower,
so we performed three-class classification experiments when
γ = 0.20 and γ = 5.00 in this section. The experimental
results in Table V show that most of the classification results
are greater than 97%, which indicates that the proposed
method maintains good performance in different situations.
When MFC is used as the testing set, the classification
performance is relatively lower. It is because the image scenes
in MFC dataset are more complicated, and the resolution
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Fig. 9. Confusion matrix of the proposed classification method under the same dataset. From top to bottom: the three-class classification with gamma
parameter 0.60; the three-class classification with gamma parameter 2.50; the four-class classification with gamma parameter 0.60 and 1.67.

of images is various, causing a slight drop in classification
accuracy.

In order to further prove the versatility of the proposed clas-
sification method, the multi-class classification experiments,
including original images, images after histogram equaliza-
tion, and six different gamma corrections were carried out.
We choose γ = 1.67, 2.50, 5.00 to be the parameter when
γ > 1 and γ = 0.30, 0.50, 0.70 to be the parameter when
γ < 1. The difficulty of the multi-class classification is greater
than that of the three-class classification because of gamma
parameters’ diversity. The experimental results are shown in
Table V, where most of the experimental results are higher
than 97%. When the testing set is the MFC, the result drops
slightly. This is also because the MFC dataset has complex
image scenes and inconsistent resolution. The method yields
satisfactory results, proving that the proposed method can
distinguish various types of manipulated images and identify
gamma corrections with different parameters.

3) Experiments in the Wild: To further demonstrate the
effectiveness of this method, we choose to conduct experi-
ments on three “in the wild” datasets. They are used in image
classification and object recognition, other than tampering
detection. The first dataset, MMPTRACK [30], comes from
the recently proposed workshop and includes real images in
different scenarios, with a resolution size of 640 × 360 and
image format in JPEG format. The second dataset, VOC [31],
comes from the “Visual Object Classes Challenge 2012” and
includes different kinds of real images, with a resolution size
from 320 × 240 to 331 × 500 and image format in JPEG
format. The third dataset, VisDrone [32], comes from “Vision
Meets Drones: A Challenge”, and contains real images of
different scenes captured by drones, with a resolution of 960 ×
540 to 2000 × 1500, and the image format is JPEG. For
these three datasets, we randomly selected 3000 images from
different scenes and different categories to form three new
datasets. In the experiment, the training set and the testing set
are divided equally. The results are shown in Table VI, which
keeps high accuracy in two and multi-class classification cases,
proving the accuracy and stability of the proposed method, and

is not affected by datasets. Furthermore, we studied the com-
putational time and complexity of the classification method.
The proposed method consists of two parts: feature extraction
and feature classification. The time complexity of feature
extraction is O(n). Take images in MMPTRACK [30] for
example, the average feature extraction time is 0.008 seconds
for each image. Since SVM is used to classify features, the
average classification time is 0.25 seconds.

4) Comparative Experiments and Analysis: The former sec-
tions verify the effectiveness, versatility, and the generalization
ability of our classification method. This section compares
the performance of the proposed classification method with
several existing methods: Stamm and Liu [18], Akhtar and
Khan [20], Cao et al. [22], and Singh et al. [33]. Since
the existing detection methods are all two-class classification
methods, distinguishing between original images and manip-
ulated images, we conducted two-class classification, three-
class classification, and four-class classification experiments.
We evaluated based on the output of the relevant method. For
example, Cao et al. [22] can discriminate original images and
images after histogram equalization. As for gamma correction,
we regarded it cannot produce correct classifications thus
calculated as false results. The two-class classification experi-
ment includes original images and histogram equalization. The
three-class classification experiment includes original images,
histogram equalization, and gamma correction with parameter
0.60 or 2.50, and the four-class classification experiment
includes original images, histogram equalization, and two
gamma corrections of parameter 0.60 and 2.50.

Because the fingerprint features of the original image and
the image after histogram equalization are quite different, all
the methods achieve good results in the two-class classification
experiment. However, the proposed method has the advantage
on multi-class classification tasks. Stamm and Liu [18] decide
the weighted measure of the high-frequency components of
the image histogram through the threshold. The histograms
after different contrast enhancement operations have different
high-frequency components, so they cannot be distinguished
by a single threshold. Aktar and Khan [20] performed discrete

Authorized licensed use limited to: CHONGQING UNIV OF POST AND TELECOM. Downloaded on March 23,2023 at 01:42:54 UTC from IEEE Xplore.  Restrictions apply. 



500 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 33, NO. 2, FEBRUARY 2023

TABLE V

THREE-, MULTI-CLASS CLASSIFICATION RESULTS IN CC Ps ACROSS DIFFERENT DATASETS

TABLE VI

TWO-, THREE- AND FOUR-CLASS CLASSIFICATION

RESULTS IN CC Ps IN THE WILD DATASETS

Fourier transform on the image histogram and extracted the
difference between its DC coefficient and AC coefficient as a
detection feature. Due to the large differences in the features
obtained by different contrast enhancement manipulations, the
manipulation type cannot be judged by a single threshold.
Since Cao et al. [22] using the number of zero-gaps generated
in the image histogram as the basis for judging contrast
enhancement operations, and all the different types of contrast
enhancement manipulations can lead to the generation of
zero-gaps. So the type of contrast enhancement manipulation
cannot be judged from the numbers alone. Singh et al. [33]
performed Gaussian model fitting on the DC coefficients
after DCT transformation of the image, but the obtained
statistical parameter features could not fully reflect the traces
left by different types of contrast enhancement manipulations.
Therefore, its multi-classification results are not good. It can
be seen from Table VII that in the three-class classification and
four-class classification experiments, our method outperforms
the comparative methods, achieving satisfactory results in the
multi-classification tasks.

C. Evaluations of Gamma Value Estimation

The gamma value estimation experiments on six datasets
are carried out in this section. The parameter γ starts from
0.20 to 0.80 with 0.10 steps when γ < 1. When γ > 1, the
value is the reciprocal of the value taken when γ < 1. The
estimation performance is evaluated in MSE defined as

M SE = 1

n

n�
i=1

�
γ̂i − γi

�2
. (18)

The experimental results are shown in Table VIII. It can
be seen that when γ < 1, the estimated value is more
accurate. This is because the starting position and the max-
imum zero-gap span used to estimate the gamma value are

more regular in this case. When γ > 1, the estimation
performance is slightly lower, but the proposed method still
has an acceptable performance.

D. Robustness Analysis of the Classification Method

Our method achieves excellent classification performance in
various scenarios and datasets and shows good generalization
ability across the different datasets. In this section, we test
its robustness against noise corruption, image filtering, and
down-sampling attacks, as well as the effectiveness to different
histogram equalization algorithms.

1) Noise Attacks: In this section, the proposed method is
estimated under noise attack. The salt and pepper noise with
zero mean was added to the MD dataset, and the variance is
from 0.10 to 0.50. In order to observe the robustness under
different γ to a different amount of noise, we conducted three-
class classification experiments, including original images,
histogram equalization, and gamma correction. The value of
gamma is 0.40, 0.60, 0.80, 2.00, 2.50, 3.00, 3.50, respectively.
In each experiment, all images are added with the same amount
of noise. From the experimental results shown in Fig. 10-(a),
we can see that the experimental results are stable, and the
proposed method achieves good performance, although the
increase of noise brings a slight performance drop.

2) Median Filter Attacks: Median filtering is an operation
that replaces the intensity of the central pixel with the median
value of the pixels’ intensities within the filter window. The
effect of image median filtering depends on the size of the
filtering window. Image forgers usually use median filtering
to cover the traces left by local forgery manipulations. Due
to the nature of the median filter, it only replaces the center
pixel with the existing gray intensity so that no new gray
intensity will be generated. Therefore, the zero-gaps in the
operated image’s histogram still exist after median filtering.
Because of the property, the proposed fingerprint feature,
which calculates the span of two zero-gaps in the histogram,
is robust to the median filtering. The four-class classification
experiments, which include original images, histogram equal-
ization, and the gamma correction with parameters 0.60 and
2.50 was conducted. Fig. 10-(b) records the classification
results of each dataset in different sizes of filtering windows.
It can be seen from the experimental results that as the
window size increases, the classification results show a very
slight downward trend, which indicates that the filter window
size only has a slight impact on the extraction of fingerprint
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TABLE VII

COMPARISONS BETWEEN THE OUR CLASSIFICATION METHOD AND THE EXISTING DETECTION METHODS IN TWO-, THREE-,
AND FOUR-CLASS CLASSIFICATIONS IN CC Ps

TABLE VIII

EVALUATIONS OF GAMMA VALUE ESTIMATION IN MS E ON SIX DATASETS

features. On the whole, the proposed fingerprint feature shows
robustness to median filtering.

3) Down-Sampling Attacks: In order to verify the effec-
tiveness of the proposed method on low-resolution images,
we performed a down-sampling operation using bicubic inter-
polation on six datasets. We then performed four-class clas-
sification experiments, including original images, histogram
equalization, and the gamma correction with parameters of
0.60 and 2.50. Fig 10-(c) records the classification results of
each dataset at different image resolutions. The experimental
results show that the classification result shows a downward
trend with the decrease of the resolution, which indicates that
the image resolution influences the fingerprint feature. It is
because decreasing image resolution decreases image pixels,
which increases the number of zero-gaps in the original image.
It finally reduces the difference of fingerprint feature distrib-
ution of the image before and after the contrast enhancement
manipulations, so CC Ps decrease.

4) Effectiveness to Different Histogram Equalizations: His-
togram equalization is one of the most popular enhancement
techniques to improve the visual perception of an image.
The advantage of histogram equalization is its simplicity
with reasonably good results. The experiments above con-
tain this simple histogram equalization manipulation. How-
ever, due to excessive stretching of the intensity distribu-
tion of the histogram, various artifacts such as saturation
and halo artifacts will be introduced. Therefore, various
attempts have been made to overcome the shortcomings of
histogram equalization. These algorithms try to enhance the
contrast while retaining the average brightness of the original
image. In general, these algorithms divide the original his-
togram into sub-histograms and equalize each division inde-
pendently, such as Bi-histogram Equalization (BBHE) [34],

Fig. 10. Robustness of the classification method. (a) The noise attack results
under the classification of original images, histogram equalization, and gamma
correction with different parameter γ on the MD dataset. (b) The median
filtering attack under the classification, including original images, histogram
equalization, and gamma correction with 0.60 and 2.50 on different datasets.
The window size is 3 × 3 and 5 × 5. (c) The down-sampling attack under the
classification including original images, histogram equalization, and gamma
correction with 0.60 and 2.50 on different datasets. The resolution is 512 ×
512, 256 × 256, 128 × 128, and 64 × 64. (d) The classification accuracy in
CC Ps of four-class classification experiments includes original images, a type
of histogram equalization, and the gamma correction with 0.60 and 2.50. The
histogram equalization methods include the simple histogram equalization and
four types of the modified histogram equalization.

which divides the histogram at the mean intensity; Recur-
sive Mean-separated Histogram Equalization (RMSHE) [35],
which uses BBHE [34] recursively to preserve the original
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Fig. 11. Localization of splicing images. BR: background region; TR: target
region; G0.6: gamma correction γ = 0.60; G2.5: gamma correction γ = 2.50.

mean intensity; Adaptive Modified Histogram Equalization
(AMHE) [36], which scales the magnitudes of the probability
density function of the original image before equalization
and the scale factor is determined adaptively based on the
mean brightness of the original image; Weighted Thresholded
Histogram Equalization (WTHE) [37], which modifies the
probability distribution function of an image before histogram
equalization.

To prove that the proposed classification method can
distinguish not only the simple histogram equalization but
also the modified histogram equalization methods, we per-
formed the contrast enhancement manipulations on six
datasets, including the simple histogram equalization, the
modified histogram equalization, and gamma correction with
0.60 and 2.50. Then the four-class classification experi-
ments were carried out, including original images, a type
of histogram equalization method, and gamma correc-
tion with 0.60 and 2.50. The experimental results shown
in Fig. 10-(d) indicate that the proposed classification
method can distinguish the modified histogram equalization
successfully.

E. Application to Image Authentication

The experiments conducted so far are detections of global
image forgeries. However, our method can also detect and

localize specific regional splicing forgery. An example of a
splicing forgery is shown in Fig. 11. The spliced regions are all
derived from the image after histogram equalization or gamma
correction before it is inserted into an unaltered or contrast-
enhanced image. Fig. 11 respectively lists two examples of
splicing forgery detection. To localize the forgery, the input
image is segmented into blocks, and the ZGS fingerprint of
each block is calculated. Then we calculate the number of
spans between the two non-zero values in the ZGS fingerprint
in each block and select an appropriate threshold for classifica-
tion. The results of block-wise detection on the forged images
under different contrast enhancement manipulations are shown
in Fig. 11-(b2)∼(b5) and (d2)∼(d5). As the result shows, some
false alarms occur. It is because forgery localization requires
features to have a higher ability to distinguish between the
tampered region and the non-tampered region. For example,
when the gamma is less than one, it is difficult to distinguish
the original region from the tampered region when the image
is divided into blocks because of the weak mapping of power
function and the longer span between zero-gaps. The last row
of Fig. 11 shows some examples of original images. The
experiment was conducted with the parameters used in location
detection of the tampered images in the experiment, and there
is no false alert response in the detection results. The method
proposed in this paper can detect and localize splicing forgery
in some cases.

V. CONCLUSION

In this article, we proposed a simple universal method to
detect various contrast enhancement manipulations. By ana-
lyzing the traces these manipulations left on the histograms of
the images, we propose ZGS as the only feature to discrim-
inate various contrast enhancement manipulations. Further-
more, we improve its performance by using adaptive effective
range selection process. Our detection method not only can
distinguish the manipulated images with different contrast
enhancement manipulations from the original images but also
can identify which type of contrast enhancement manipu-
lation is applied to the image. Meanwhile, it can identify
the gamma correction with different parameters and deter-
mine its value. Moreover, it can handle the simple histogram
equalization and the modified histogram equalization tech-
niques and locate the regions with different contrast enhance-
ment manipulations in splicing forged images. Experimental
results indicate that the proposed detection method achieves
a good performance under different contrast enhancement
manipulations.

Although our method demonstrates robustness to noise
attacks (such as salt and pepper noise), it is worth noting
that the proposed detection method is not robust enough to
JPEG compression. This is because our method is based on
zero gaps in the image histogram, and the JPEG compres-
sion causes zero gaps to disappear. Then the zero-gap span
features extracted cannot fully reflect the traces of contrast
enhancement, which eventually leads to the decline of the
classification performance. Other attacks combined with JPEG
compression can also cause this problem. In follow-up work,
we will improve its robustness to JPEG compression.
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